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Introduc)on 
Ar)ficial intelligence (AI) is rapidly reshaping the educa)onal landscape, and 

teachers must be prepared to navigate its opportuni)es and challenges. When 

ChatGPT launched in November 2022, it reached one million users in just five 

days, and by the summer of 2024, its parent company, OpenAI, reported around 

600 million monthly visits (O'Connel, 2024). However, ChatGPT is just one example 

of a growing wave of genera)ve AI tools that are influencing everything from 

online searches to social media, entertainment, and even poli)cal campaigns. 

Unsurprisingly, AI has made its way into classrooms, with students increasingly 

using genera)ve AI for research, wri)ng, and crea)ve projects. While these tools 

offer exci)ng possibili)es, they also present new challenges. Many educators find 

themselves struggling to keep pace with AI’s rapid evolu)on, oeen relying on their 

own research and experimenta)on to determine how best to integrate—or 

regulate—its use.  

As AI con)nues to shape teaching and learning, it’s essen)al for educators to not 

only understand how AI works but also to cri)cally assess its implica)ons in the 

classroom. This course will take you through two key areas: building a solid 

founda)on in AI literacy and naviga)ng the ethical concerns that come with its 

integra)on in educa)on. By the end of this course, you will be equipped with the 

knowledge to leverage AI tools effec)vely, while ensuring that they are used 

responsibly and ethically. Whether you’re new to AI or looking to deepen your 

understanding, this course will provide you with ac)onable insights to help you 

engage with AI in a way that benefits both you and your students. 
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Sec)on 1: What Educators Need to Know About AI  
As ar)ficial intelligence (AI) becomes an integral part of educa)on, understanding 

its role and implica)ons is more important than ever. AI literacy goes beyond 

simply using AI-powered tools; it involves comprehending how these systems 

func)on, recognizing their limita)ons, and considering their ethical and societal 

impacts. In the classroom, AI literacy empowers both educators and students to 

engage with AI cri)cally, ensuring its responsible and effec)ve use in teaching and 

learning. This sec)on explores the fundamental aspects of AI literacy, including 

the architecture of AI, its challenges, and its applica)ons in educa)on. By 

developing AI literacy, educators can equip students with the skills necessary to 

navigate an AI-driven world, fostering cri)cal thinking, ethical decision-making, 

and informed technology use. 

1.1 AI Literacy in the Classroom 

AI literacy is the ability to understand, cri)cally evaluate, and effec)vely engage 

with ar)ficial intelligence technologies. It goes beyond simply knowing how to use 

AI-powered tools—it involves understanding how these systems work, recognizing 

their limita)ons, and considering their broader societal and ethical implica)ons 

(Walter, 2024). As AI becomes increasingly embedded in educa)on and everyday 

life, AI literacy is emerging as a fundamental skill, much like reading, wri)ng, and 

arithme)c. At its core, AI literacy consists of several key components (Walter): 

• Understanding AI Architecture: While educators and students don’t need 

to be AI engineers, they should grasp the basic concept that AI operates as 

a sta)s)cal model, processing large amounts of data to generate responses 

rather than "thinking" like a human. 
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• Recognizing AI’s Limita)ons: AI tools are not infallible. They are excellent at 

paCern recogni)on and data processing but do not generate absolute 

truths. Teachers and students need to be aware that AI can produce errors, 

biases, and even misleading informa)on. 

• Iden)fying Key AI Challenges: AI systems come with inherent risks, 

including: 

AI hallucina+on – AI can generate false or misleading informa)on 

while appearing authorita)ve. 

AI alignment issues – AI may not always behave as expected, 

some)mes subtly devia)ng from intended instruc)ons. 

Bias and discrimina+on – AI models can reinforce biases if trained on 

skewed or incomplete datasets. 

AI "lock-in" – AI can become stuck in certain narra)ves, limi)ng the 

breadth of its responses. 

• Applying AI in Educa)on: AI has the poten)al to enhance learning through 

personalized instruc)on, adap)ve assessments, and efficiency tools for 

educators. However, best prac)ces for AI integra)on must be established to 

ensure that it supports, rather than replaces, meaningful teaching and 

learning experiences. 

• AI Ethics and Responsible Use: As AI becomes more prevalent, educators 

must guide students in using it responsibly. This means fostering discussions 

around fairness, bias, misinforma)on, and the ethical implementa)on of AI 

in educa)on. Developing a strong ethical framework will help students 

become cri)cal thinkers and responsible digital ci)zens in an AI-driven 

world. 
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As schools begin integra)ng AI literacy into curricula, educators play a crucial role 

in preparing students not just to use AI but to understand its impact. By equipping 

students with AI literacy, teachers empower them to engage with technology 

thoughoully, ethically, and effec)vely. 

What exactly is AI? 

Ar)ficial intelligence (AI) refers to the capability of machines to perform tasks that 

typically require human intelligence, such as problem-solving, decision-making, 

and understanding language (Hamilton & Swanson, 2024). Unlike tradi)onal 

computer programs that follow strict, pre-programmed instruc)ons, AI systems 

can analyze informa)on, recognize paCerns, and adapt based on experience. AI is 

not a new concept, but its presence has grown significantly in recent years. While 

many first encountered AI through OpenAI’s release of ChatGPT in 2022, AI has 

long been embedded in everyday technologies. Whether playing chess against a 

computer, using virtual assistants like Siri or Alexa, or even browsing personalized 

recommenda)ons on social media, AI is already shaping how we interact with the 

digital world. 

How AI is Different from Tradi;onal Technology Tools 

Ar)ficial intelligence (AI) represents a fundamental shie in how technology 

operates, making it dis)nct from tradi)onal technology tools that educators have 

used in the past. While conven)onal digital tools func)on based on explicit 

programming and fixed commands, AI systems can analyze data, recognize 

paCerns, and make decisions in ways that mimic human cogni)on (Hamilton & 

Swanson, 2024). This difference impacts how AI is integrated into educa)on and 

how teachers and students interact with technology. 

1. AI Learns and Adapts: Tradi)onal educa)onal technology tools, such as 

word processors, presenta)on soeware, and learning management systems 
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(LMS), follow a set of predefined instruc)ons. They perform the same task 

every )me unless a user manually updates or modifies their func)ons. In 

contrast, AI-powered tools can learn from data and user interac)ons, 

improving over )me. For example, an AI-based tutoring system can analyze 

students’ responses and adjust the difficulty level of ques)ons to match 

their progress, providing a more personalized learning experience. 

2. AI Processes and Generates New Content: Tradi)onal technology tools help 

users organize and present informa)on but do not generate new content on 

their own. AI, however, can create text, images, and even lesson plans 

based on input from users. Tools like ChatGPT can generate essays, answer 

complex ques)ons, or summarize lengthy ar)cles in seconds. Similarly, AI-

powered design tools can create visual content, making lesson planning 

more efficient for educators. 

3. AI Can Make Decisions and Provide Insights: Unlike tradi)onal technology, 

which requires human input for decision-making, AI can analyze vast 

amounts of data and generate insights to assist educators. For instance, AI-

powered assessment tools can evaluate student work, iden)fy paCerns in 

learning gaps, and suggest targeted interven)ons. This level of automated 

analysis allows teachers to focus on providing support rather than spending 

excessive )me grading or data analysis. 

4. AI Engages in Natural Language Processing: Tradi)onal educa)onal tools 

require structured input to func)on correctly, such as clicking on icons, 

selec)ng menu op)ons, or entering predefined commands. AI, especially 

those u)lizing natural language processing (NLP), allows users to interact 

with technology conversa)onally. AI chatbots, for example, can answer 

students’ ques)ons in real )me, simula)ng a human-like response rather 

than direc)ng them to a sta)c FAQ page. 
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5. AI Is More Dynamic but Less Predictable: Tradi)onal technology tools are 

stable and predictable—when a teacher uses a grading soeware or an LMS, 

they know exactly what to expect. AI, however, operates dynamically, which 

means its responses may vary depending on the data it processes. While 

this adaptability makes AI powerful, it also raises concerns about accuracy, 

bias, and reliability. Educators must cri)cally evaluate AI-generated content 

and ensure students understand its limita)ons. 

1.2 Why AI Literacy MaNers for Educators 

As AI con)nues to reshape industries, it is becoming an essen)al skill for 

professionals in all fields—including educa)on. Nearly half of workplace ac)vi)es 

could be automated with exis)ng AI technologies, making it cri)cal for educators 

to adapt (Naylor, 2025). But AI is not just about automa)on; it is about 

augmenta)on—enhancing decision-making, improving efficiency, and unlocking 

crea)vity in the classroom. AI literacy enables K-12 educators to harness AI tools 

to improve student learning outcomes, streamline administra)ve tasks, and foster 

cri)cal thinking. For example, teachers can use AI-powered plaoorms to analyze 

student performance data and create personalized learning pathways, ensuring 

that each student receives targeted support. AI tools can also assist in genera)ng 

lesson plans, summarizing research, and automa)ng rou)ne grading, allowing 

educators to focus on higher-level instruc)onal strategies. 

Beyond its professional benefits, AI literacy equips educators and students with 

the skills needed to navigate an increasingly AI-driven world. Understanding how 

AI influences search results, social media algorithms, and decision-making 

processes helps teachers guide students in becoming informed digital ci)zens 

(Naylor, 2025). This awareness ensures that students develop cri)cal thinking 

skills, recognizing AI’s strengths, limita)ons, and ethical considera)ons. 
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Importantly, AI literacy does not require educators to become AI engineers. 

Instead, it involves developing a founda)onal understanding of what AI is, how it 

func)ons, and how it can be applied effec)vely and ethically in educa)on. 

Teachers can start small—experimen)ng with AI to generate discussion prompts, 

assist with lesson planning, or provide real-)me feedback on student work. As 

confidence grows, they can explore more advanced applica)ons, integra)ng AI 

into their teaching prac)ces in meaningful ways. Across K-12 educa)on, AI is 

already transforming how educators work, making tasks more efficient and freeing 

up valuable )me for student engagement. By embracing AI literacy, teachers can 

ensure that both they and their students are prepared to thrive in a future where 

AI plays an increasingly central role. 

1.3 AI in Schools Today: Impacts on Learning 

Ar)ficial Intelligence (AI) is rapidly transforming educa)on, offering new ways to 

enhance teaching and learning. From personalized instruc)on to real-)me 

analy)cs, AI-driven tools are helping educators support students more effec)vely, 

making learning more engaging, accessible, and adaptable. While AI is not a 

subs)tute for teachers, it serves as a powerful assistant, automa)ng 

administra)ve tasks, providing data-driven insights, and tailoring educa)onal 

experiences to meet individual student needs. Next, we will explore the various 

ways AI is shaping modern classrooms, highligh)ng its impact on adap)ve 

learning, accessibility, assessment, administra)ve efficiency, and student 

engagement. 

Adap;ve Learning 

Adap)ve learning is a powerful way technology can enhance educa)on by 

personalizing instruc)on to meet students’ individual needs. According to the U.S. 

Department of Educa)on (2023), AI has the poten)al to significantly improve the 
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adaptability of educa)onal technology by allowing it to beCer respond to 

students’ strengths, challenges, and learning progress. AI-driven tools can analyze 

natural forms of input, such as speech and wri)ng, and use this informa)on to 

adjust content, provide targeted support, and guide students through 

personalized learning pathways. By leveraging these capabili)es, AI can create 

more dynamic and responsive learning experiences, ensuring that all students 

receive instruc)on that is tailored to their unique needs and fosters their 

academic growth. Essen)ally, AI algorithms can analyze student performance and 

learning paCerns, allowing educators to adapt instruc)on to meet  individual 

needs. This level of personaliza)on helps students grasp concepts more 

effec)vely, reinforcing their strengths while providing targeted support in areas 

where they struggle. By revising content, pacing, and instruc)onal methods, AI 

fosters deeper understanding and engagement, ensuring that learning 

experiences align with each student’s unique progress.  

In addi)on to personalized learning, AI-driven Intelligent Tutoring Systems (ITS) 

offer real-)me feedback and guidance, simula)ng the benefits of one-on-one 

tutoring (Hilner, 2024). These systems help students navigate learning materials by 

iden)fying specific challenges and providing immediate, adap)ve support. By 

using AI to assess student responses and adjust instruc)on accordingly, ITS can 

guide learners toward mastery, making quality tutoring more accessible to a wider 

range of students. Through these advancements, AI is enhancing both student 

engagement and educa)onal outcomes, providing a more equitable and effec)ve 

learning experience. Examples of ITS include the Duolingo app and Khan 

Academy’s Khanmigo tutoring system. 

Accessible Learning  

One of the biggest barriers to engagement is accessibility. AI helps by adjus)ng 

reading levels for mixed-ability groups and transla)ng materials into students’ 
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primary languages. This allows all students to access the same content in a way 

that aligns with their individual needs (Holcombe and Wozniak, 2024). With a 

simple prompt, teachers can modify reading passages to match a student’s 

comprehension level or translate materials so that English learners can fully 

par)cipate. When students can engage with content without struggling with 

readability, they are more likely to stay mo)vated and complete learning tasks 

successfully. 

Assessment and Analy;cs 

According to the Na)onal Educa)on Associa)on (NEA, 2024), if developed and 

implemented ethically and with guidance from educators, AI has the poten)al to 

transform tradi)onal assessment methods. Instead of relying on a one-size-fits-all 

model, such as standardized tes)ng, AI can promote more responsive and 

individualized assessment prac)ces. Several ways in which AI can enhance student 

assessment include the following (NEA): 

1. Faster Feedback: AI-enhanced assessment systems can quickly analyze large 

datasets, providing real-)me feedback to students. These systems can 

predict learning outcomes and iden)fy areas where students may need 

addi)onal support or guidance, ensuring a more )mely and effec)ve 

approach to learning. 

2. Competency and Task Development: AI assessment tools can assist in the 

crea)on of competencies and tasks, placing greater emphasis on cri)cal 

thinking skills. By automa)ng the development of learning materials aligned 

to these competencies, AI can help ensure assessments are more relevant 

and dynamic, fostering deeper learning. 

3. Test Assembly and Delivery: AI can streamline the process of assembling 

and delivering assessments, making it more efficient through automa)on. 
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This increased efficiency enables greater opportuni)es for personaliza)on, 

including the incorpora)on of a wider range of tasks and assessments 

tailored to the needs of individual students. 

AI is also making it easier for teachers to understand and use student data in 

meaningful ways. According to Young (2024), many educators struggle with 

sor)ng through the vast amount of data available in learning analy)cs 

dashboards. While these tools provide valuable insights—such as iden)fying 

students who may be disengaged or falling behind—the sheer volume of 

informa)on can be overwhelming. AI-powered chatbots can serve as 

intermediaries, helping teachers interpret these dashboards by transla)ng 

complex data into simple, ac)onable insights. Instead of spending hours analyzing 

numbers, educators can ask AI-driven tools ques)ons and receive clear 

explana)ons, making data-driven decision-making more accessible. 

Another significant advancement is in grading. AI tools can now evaluate open-

ended student responses—such as essays or short-answer ques)ons—with a level 

of accuracy comparable to human grading. This means that educators may be able 

to shie away from mul)ple-choice assessments toward more complex, crea)vity-

driven ques)ons that encourage deeper thinking (Young, 2024). Addi)onally, 

tradi)onal learning analy)cs models track student progress and feed this data into 

AI tutoring systems, making personalized learning experiences even more 

effec)ve. By integra)ng AI into data analysis, assessment, and tutoring, educators 

can spend less )me managing informa)on and more )me suppor)ng students in 

meaningful ways. 

Administra;ve Tasks 

AI is revolu)onizing how teachers manage their )me by taking over many rou)ne 

administra)ve tasks, allowing them to focus more on student learning. According 

to the University of Illinois (2024), AI can assist with grading, scheduling, 
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communica)ng with parents, and managing student records—tasks that 

tradi)onally consume a significant por)on of educators’ )me. By automa)ng 

these responsibili)es, teachers gain more hands-on )me with students, ensuring 

they can provide the support and instruc)on that maCer most. For example, AI-

powered grading tools can quickly assess mul)ple-choice tests and even evaluate 

short-answer and essay responses with a high degree of accuracy. AI scheduling 

tools can help op)mize class schedules, parent-teacher mee)ngs, and 

interven)on sessions, reducing the )me spent on logis)cs. Addi)onally, AI-driven 

communica)on systems can send automated updates to parents about student 

progress, upcoming assignments, or important school events, fostering beCer 

engagement without adding extra work for teachers. 

By streamlining these administra)ve processes, AI ensures that no students fall 

through the cracks due to paperwork overload or )me constraints. With fewer 

logis)cal burdens, teachers can dedicate their energy to building meaningful 

rela)onships, providing personalized instruc)on, and fostering a more engaging 

and suppor)ve learning environment. 

Increased Engagement 

AI can be a powerful tool for increasing student engagement by making learning 

more accessible, interac)ve, and dynamic. Educators are leveraging AI to create 

content that meets students at their level, crae immersive case studies, gamify 

lessons, and generate crea)ve ac)vi)es that bring learning to life. Holcombe and 

Wozniak (2024) explain several ways in which educators are using AI to enhance 

learning and engagement: 

• CraRing Case Studies for Real-World Connec)ons: AI can quickly generate 

case studies, scripts, and role-playing scenarios, helping students explore 

real-world problems in a structured way. By inpurng a prompt with specific 

parameters—such as audience, tone, or historical context—teachers can 
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create custom case studies that challenge students to think cri)cally, debate 

different perspec)ves, and apply their knowledge in meaningful ways. 

Engaging in role-play or persuasive wri)ng based on these case studies 

deepens comprehension and fosters ac)ve learning. 

• Gamifying Learning with AI: Students are naturally drawn to games and 

interac)ve challenges, and AI makes it easier than ever to incorporate 

gamifica)on into lessons. Teachers can use AI to create Jeopardy-style 

games, scavenger hunts, crossword puzzles, and vocabulary ac)vi)es that 

make learning more engaging. These game-based elements introduce 

novelty into the classroom, boos)ng student mo)va)on while reinforcing 

content in a fun, interac)ve way. 

• Genera)ng Crea)ve Learning Ac)vi)es: AI can help teachers brainstorm 

fresh, engaging ac)vi)es that go beyond tradi)onal worksheets or textbook 

exercises. By analyzing learning standards and breaking them into 

fundamental concepts, AI can suggest innova)ve teaching strategies that 

align with best prac)ces in educa)on. Teachers can refine these sugges)ons 

by asking follow-up ques)ons, ensuring that AI-generated ac)vi)es fit their 

specific instruc)onal goals. This saves )me and allows educators to bring 

more engaging and effec)ve learning experiences into the classroom. 

• Genera)ng Choice Boards for Student Autonomy: Nothing increases 

engagement more than giving students a say in how they learn. AI can 

generate choice boards, which provide students with mul)ple ways to 

explore a topic and demonstrate mastery. By supplying a curriculum 

standard, grade range, and number of choices, teachers can let AI do the 

heavy lieing in designing customized learning paths. Presen)ng students 

with a menu of op)ons allows them to take ownership of their learning, 

choosing ac)vi)es that align with their interests and strengths. 

13



By integra)ng AI into lesson planning and instruc)onal design, teachers can 

enhance engagement, personalize learning experiences, and create a classroom 

environment that fosters curiosity and crea)vity. 

1.4 AI as a Tool to Enhance, Not Replace, Teaching 

One of the biggest misconcep)ons about AI in educa)on is that it could replace 

teachers or reduce the valuable human interac)ons that make learning 

meaningful. However, the true purpose of AI in the classroom is not to replace 

teachers but to empower them—helping educators leverage their )me more 

effec)vely so they can focus on what maCers most: building rela)onships, guiding 

students, and fostering deep learning. 

Why AI Cannot Replace Teachers 

Educa)on is more than just delivering content. Great teaching involves: 

• Building rela)onships with students to understand their unique needs, 

mo)va)ons, and challenges. 

• Providing emo)onal support and encouragement to help students build 

confidence and resilience. 

• Facilita)ng discussions and cri)cal thinking to develop problem-solving and 

communica)on skills. 

• Adap)ng instruc)on based on real-)me student interac)ons to address 

misunderstandings or provide extra support. 

AI lacks the ability to form genuine connec)ons, inspire curiosity, or recognize the 

nuances of a student’s emo)ons and struggles. While AI can analyze data and 
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generate content, it cannot replace the empathy, crea)vity, and adaptability that 

human teachers bring to the classroom. 

AI and the Human Element of Teaching 

The most effec)ve classrooms are those where technology enhances human 

interac)on, not replaces it. AI can help personalize learning, create engaging 

ac)vi)es, and streamline lesson planning, but it is the teachers who bring learning 

to life through compassion, exper)se, and a deep understanding of their students. 

When used thoughoully, AI becomes a powerful assistant, allowing educators to 

do what they do best—inspire, support, and educate—while ensuring that all 

students receive the aCen)on and guidance they need to succeed. 

Sec)on 1 Conclusion 

AI is reshaping educa)on, offering opportuni)es for personalized learning, 

efficiency, and innova)on. However, to maximize its benefits while minimizing its 

risks, educators must develop AI literacy. Understanding AI’s capabili)es, 

recognizing its limita)ons, and applying it responsibly in the classroom are 

essen)al steps in preparing students for the future. By fostering AI literacy, 

schools can ensure that students not only become proficient in using AI tools but 

also develop the cri)cal thinking skills needed to assess AI’s influence on society. 

As AI con)nues to evolve, educators who embrace AI literacy will be beCer 

equipped to guide students in making informed, ethical, and effec)ve use of this 

transforma)ve technology. Sec)on 2 will explore ethical concerns surrounding AI 

in educa)on, including issues of bias, fairness, and privacy, and provide strategies 

for educators to navigate these challenges. 
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Sec)on 1 Key Terms 

Adap)ve Learning - A method of educa)on that uses technology, including AI, to 

tailor instruc)on based on individual student needs, learning paCerns, and 

progress. 

Ar)ficial Intelligence (AI) - The simula)on of human intelligence by machines, 

enabling them to perform tasks like learning, reasoning, and problem-solving. 

AI Literacy - The ability to understand, cri)cally evaluate, and effec)vely engage 

with ar)ficial intelligence technologies, including their func)ons, limita)ons, and 

societal impacts. 

Genera)ve AI - A type of AI that can create new content, such as text, images, 

music, or code, based on exis)ng data paCerns. 

Machine Learning - A subset of AI that enables systems to learn and improve from 

data without being explicitly programmed. 

Natural Language Processing (NLP) - A branch of AI that allows computers to 

understand, interpret, and respond to human language in a natural way. 

Personalized Learning - An instruc)onal approach that tailors educa)on to the 

unique needs, abili)es, and interests of each student, oeen using AI-driven 

insights. 

Sta)s)cal Model - A mathema)cal framework used by AI to process large amounts 

of data and generate responses based on paCerns rather than human-like 

reasoning. 
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Sec)on 1 Reflec)on Ques)ons 

1. What concerns do you have about the integra)on of AI in educa)on, and 

how might these be addressed? 

2. Reflect on your school’s current policies regarding AI use in the classroom. 

Are they clear and comprehensive? If not, what aspects do you think need 

further guidance or discussion? 

3. In what ways do you think AI could help make educa)on more accessible for 

students with diverse learning needs? Are there any poten)al drawbacks? 

4. AI-powered assessment tools can provide instant feedback and grading. 

How do you think this impacts your role as an educator? Would you use AI 

for assessment, and if so, how? 

5. Imagine AI is fully integrated into your school. What are three changes you 

would expect to see in teaching and learning? Would these changes be 

posi)ve, nega)ve, or a mix of both? 

Sec)on 1 Ac)vi)es 

1. AI in Your School: Research and document any AI tools currently used in 

your school. Analyze their purpose, benefits, and poten)al concerns. 

2. Experiment with AI Grading Tools: Test an AI-assisted grading tool and 

compare its feedback with your own assessment of student work. 

3. Test an AI-Powered Study Tool: Experiment with an AI-powered study aid 

(like Quizlet AI or Socra)c by Google) and evaluate its effec)veness for 

student learning. 
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4. Create AI Guidelines for Students: Drae a classroom policy on how 

students should responsibly use AI tools for learning and assignments. 

5. AI and Special Educa)on: Inves)gate how AI can support students with 

disabili)es, such as through speech-to-text tools or personalized learning 

apps. 

Sec)on 2: Ethical Concerns Related to AI in the 
Classroom 
As we explore the poten)al of AI in the classroom, it’s essen)al to address the 

ethical concerns that come with its use. According to the Na)onal Educa)on 

Associa)on (NEA, 2024), AI is not without its flaws and requires careful oversight. 

This oversight is necessary to ensure that AI tools are developed and implemented 

in ways that protect both students and educators. One of the primary concerns 

involves algorithmic bias, which can lead to inaccurate or harmful outputs. 

Addi)onally, data privacy is a cri)cal issue, as AI tools oeen handle sensi)ve 

student and educator data. Ensuring that AI tools comply with local, state, and 

federal laws is crucial for safeguarding privacy and fairness. Furthermore, as AI 

systems are integrated into educa)on, they may impact environmental 

sustainability. AI technologies can consume significant amounts of energy, 

contribu)ng to larger environmental footprints. 

For these reasons, AI tools must be carefully veCed before use and monitored 

regularly. Educators, students, and families should be fully informed about the AI 

tools in use within schools, including how data is collected, stored, and used. 

Teachers should be provided with ongoing learning opportuni)es to iden)fy and 

address any ethical concerns that may arise. Ins)tu)ons should also establish 

review boards and regular audits to ensure AI tools meet high ethical standards, 
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focusing on transparency and the protec)on of personal data. In this sec)on, we 

will dive deeper into these ethical concerns, examining the poten)al risks and how 

educators can navigate the challenges of using AI responsibly in the classroom. 

2.1 Data Privacy and Security Concerns 

As Ar)ficial Intelligence (AI) tools become increasingly integrated into educa)onal 

serngs, one of the most significant concerns that arise is data privacy and 

security. AI systems in educa)on typically rely on collec)ng, analyzing, and storing 

large amounts of data about students, including personal informa)on, academic 

performance, and behavioral paCerns. While this data can be used to personalize 

learning experiences and improve educa)onal outcomes, it also raises important 

ques)ons about how this informa)on is handled, who has access to it, and what 

safeguards are in place to protect students' privacy. Without proper safeguards, 

the risk of privacy breaches and misuse of data becomes a serious concern for 

both educators and students alike. 

The Risks of Data Privacy in AI Systems 

AI tools in educa)on gather and process vast amounts of sensi)ve student data, 

ranging from grades and aCendance records to more private informa)on such as 

medical history or special educa)on needs. This data is oeen stored in cloud-

based systems, which increases the poten)al for unauthorized access or data 

breaches. There are several risks associated with data privacy in AI systems, 

including (NEA, 2024): 

1. Data Breaches: Hackers or unauthorized individuals may gain access to 

sensi)ve student data, leading to poten)al misuse of personal informa)on. 

This could result in iden)ty thee, harassment, or exposure of confiden)al 

informa)on. 
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2. Misuse of Data: There is the possibility that the collected data could be 

used for purposes other than those originally intended, such as for 

commercial gain, profiling, or making decisions that affect students' futures 

without their consent. 

3. Lack of Transparency: Students, parents, and educators may not fully 

understand what data is being collected, how it is being used, or who has 

access to it. This lack of transparency makes it difficult for stakeholders to 

make informed decisions about AI tools in the classroom. 

4. Data Sovereignty Issues: With many AI tools relying on cloud storage, data 

may be stored in servers located in different regions or countries, raising 

concerns about data sovereignty and the poten)al for data to be subject to 

different laws and regula)ons. 

Mi;ga;on Strategies to Protect Data Privacy 

To address these concerns, schools and educators must implement robust 

strategies to safeguard student data and ensure compliance with privacy laws. 

Here are several key approaches for mi)ga)ng the risks associated with data 

privacy when using AI in the classroom (NEA, 2024): 

1. Adopt Strong Data Governance Policies: Schools must establish clear data 

governance policies that define how student data will be collected, stored, 

shared, and protected. These policies should ensure that data is handled 

ethically and transparently, with explicit guidelines on who can access the 

data and under what circumstances. Policies should also include protocols 

for how long data will be retained and how it will be securely disposed of 

when no longer needed. 

2. Data Encryp)on and Security Measures: One of the most effec)ve ways to 

protect sensi)ve data is through encryp)on. Schools should ensure that all 
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data collected through AI systems is encrypted both during transmission 

and while stored. Addi)onally, schools should employ strong security 

measures, such as mul)-factor authen)ca)on and regular security audits, 

to protect data from unauthorized access. 

3. Informed Consent: Schools must obtain informed consent from students, 

parents, and guardians before collec)ng any personal data. This includes 

clearly explaining what data will be collected, how it will be used, and who 

will have access to it. Schools should also ensure that students and families 

have the op)on to opt-out of data collec)on if they choose. 

4. Limit Data Collec)on to What is Necessary: AI tools should be designed to 

collect only the data necessary for their intended purpose. By limi)ng data 

collec)on, schools can reduce the risks associated with storing unnecessary 

or excessive amounts of sensi)ve informa)on. Schools should regularly 

review the data being collected to ensure that it aligns with educa)onal 

goals and does not unnecessarily compromise student privacy. 

5. Transparency and Accountability: Schools should provide transparency 

regarding how AI tools use student data. This includes informing students, 

parents, and educators about the type of data being collected, how it will 

be used, and how long it will be retained. Regular audits should be 

conducted to ensure compliance with privacy policies and legal standards. 

Schools should also provide a clear process for repor)ng data breaches and 

taking correc)ve ac)ons. 

6. Compliance with Privacy Laws: Schools must ensure that their use of AI 

tools complies with local, state, and federal privacy regula)ons, such as the 

Family Educa)onal Rights and Privacy Act (FERPA) in the U.S., which 

protects the privacy of student educa)on records. It is essen)al for schools 
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to work closely with legal experts to stay up-to-date on privacy laws and 

ensure that AI tools meet these standards. 

7. Use Trusted AI Tools: Schools should carefully vet AI tools and soeware 

before implemen)ng them in the classroom. This includes ensuring that the 

AI vendors follow strong data privacy protocols and comply with applicable 

privacy regula)ons. Choosing reputable and trusted AI providers can help 

mi)gate the risks associated with data privacy. 

While AI has the poten)al to revolu)onize educa)on by personalizing learning and 

providing valuable insights into student progress, it also brings significant 

concerns regarding data privacy. By implemen)ng robust data governance 

policies, ensuring compliance with privacy regula)ons, and adop)ng strong 

security measures, schools can reduce the risks associated with AI tools and 

protect the privacy of students. Ongoing transparency and accountability, along 

with informed consent, are essen)al to maintaining trust with students, parents, 

and educators, ensuring that AI is used responsibly in the classroom. As AI 

con)nues to evolve, it is crucial that schools remain vigilant in addressing data 

privacy challenges to safeguard students' sensi)ve informa)on. 

2.2 Addressing AI Bias and Fairness 

Bias in AI systems can stem from several sources, oeen rooted in the data used to 

train these models. AI systems rely on large datasets to learn paCerns and make 

predic)ons. However, if the data used is not representa)ve of diverse student 

popula)ons, it can lead to skewed outcomes that dispropor)onately affect certain 

groups (Wargo and Anderson, 2024). For example, if an AI system is trained 

primarily on data from predominantly white or affluent schools, it may not 

perform as well for students from marginalized communi)es, including students 

of color, students with disabili)es, or those from lower socioeconomic 
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backgrounds. Moreover, AI tools that analyze student performance may 

inadvertently perpetuate stereotypes or make decisions based on assump)ons 

rather than facts. For instance, an AI system that predicts a student’s future 

success might rely on data that reflects systemic inequali)es in educa)onal 

opportuni)es, leading to lower expecta)ons for certain groups of students. This 

can contribute to a self-fulfilling prophecy where students who are unfairly 

assessed are not given the support they need to succeed. 

Mi;ga;ng Bias in AI 

To ensure that AI tools do not introduce or amplify bias in the classroom, it is 

crucial for educators and schools to take proac)ve steps to iden)fy and mi)gate 

these risks (Department of Educa)on, 2023): 

1. Use Diverse and Representa)ve Data: One of the most effec)ve ways to 

reduce bias in AI systems is to ensure that the data used to train these 

models is diverse and representa)ve of all student popula)ons. This means 

gathering data that reflects the experiences of students from different 

racial, cultural, linguis)c, and socioeconomic backgrounds. Schools can 

work with AI developers to ensure that the datasets used are 

comprehensive and inclusive. 

2. Regular Audits and Evalua)on: Schools should regularly audit the AI 

systems in use to ensure they are func)oning fairly. This involves reviewing 

the algorithms for poten)al biases and assessing whether the outputs 

dispropor)onately affect certain groups of students. Independent audits 

can be conducted by external experts who specialize in ethical AI use. 

Regular evalua)ons can help iden)fy and correct any issues before they 

become entrenched in classroom prac)ces. 
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3. Human Oversight and Interven)on: AI should never be used in isola)on to 

make cri)cal educa)onal decisions. Teachers and school administrators 

should always have the ability to intervene if they believe that AI 

recommenda)ons or assessments do not align with the needs of their 

students. Educators are best posi)oned to provide context and ensure that 

AI tools complement, rather than replace, their professional judgment. 

4. Transparency and Awareness: Teachers and administrators should be 

transparent with students and families about how AI tools are being used in 

the classroom. Clear communica)on about how data is collected, stored, 

and used can help build trust and ensure that all stakeholders are aware of 

the poten)al for bias. Addi)onally, teachers can use this transparency as an 

opportunity to educate students about how AI works and how it can be 

both beneficial and flawed. 

5. Ongoing Professional Development: To successfully navigate the challenges 

of AI bias, educators need ongoing training and professional development. 

This training should focus not only on how to use AI tools effec)vely but 

also on how to iden)fy poten)al bias in AI-driven assessments, feedback, 

and learning experiences. Educators should be empowered to ask cri)cal 

ques)ons about the tools they are using and to advocate for their students 

when AI systems fail to provide fair outcomes. 

6. Collabora)on with Families and Communi)es: Schools should work closely 

with families and communi)es to ensure that AI tools are used in ways that 

reflect the values and needs of the students they serve. Engaging families in 

conversa)ons about the use of AI can help to iden)fy poten)al biases and 

provide a broader perspec)ve on how these tools impact student learning. 

While AI has the poten)al to transform educa)on by personalizing learning and 

improving efficiency, it also carries the risk of reinforcing exis)ng biases. To 
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prevent these biases from affec)ng students’ educa)onal experiences, it is 

essen)al for schools and educators to ac)vely address the sources of bias in AI 

systems. By ensuring diverse data, conduc)ng regular audits, maintaining human 

oversight, and fostering transparency, schools can help mi)gate the nega)ve 

impacts of AI and create a more equitable learning environment for all students. 

2.3 Promo)ng Responsible AI Use 

As ar)ficial intelligence (AI) becomes more integrated into classrooms, it is 

essen)al to establish guidelines and frameworks for its responsible use. 

Promo)ng ethical AI use involves ensuring that AI tools are applied in ways that 

align with the values of fairness, transparency, and privacy while also fostering 

cri)cal thinking about the implica)ons of AI in educa)on (NEA, 2024). Schools 

have a unique opportunity to model and teach responsible AI prac)ces to both 

educators and students, preparing them to engage with these technologies 

ethically and thoughoully. Fostering a culture of ethical responsibility requires the 

ac)ve par)cipa)on of educators, students, and other stakeholders such as 

parents, administrators, and policy makers. The following are strategies for 

promo)ng an ethical AI culture in schools (NEA, 2024). 

Professional Development for Educators 

Teachers and administrators need ongoing training on the ethical implica)ons of 

AI in educa)on. Professional development programs should include workshops, 

seminars, and other resources that help educators understand the ethical risks of 

AI, such as bias, data privacy, and transparency. This ensures that educators are 

equipped to teach students not only how to use AI responsibly but also how to 

evaluate and apply AI ethically in their own work. 
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Collabora;on with Families and Communi;es 

Schools can extend their efforts to promote responsible AI use by involving 

families and communi)es. Parent workshops, newsleCers, and community 

mee)ngs can raise awareness about AI's role in educa)on and encourage 

collabora)ve discussions about best prac)ces and ethical concerns. Engaging the 

broader community can create a support system for students and educators, 

reinforcing the importance of ethical AI prac)ces at home, school, and beyond. 

Encouraging Student Cri;cal Thinking and Reflec;on 

Teachers should create opportuni)es for students to think cri)cally about the role 

of AI in society. Through classroom discussions, debates, and reflec)ve wri)ng 

assignments, students can explore how AI affects decision-making, privacy, 

equality, and human rights. Encouraging students to ask ques)ons like, "How can 

AI be biased?" or "What ethical concerns arise from using AI in educa)on?" helps 

them develop a deeper understanding of AI's broader societal implica)ons. 

Student Leadership and Advocacy 

Students can play a key role in advoca)ng for ethical AI prac)ces within the 

school. By empowering students to lead ini)a)ves, par)cipate in decision-making 

processes, and engage in community outreach, schools can foster a culture where 

responsible AI use is championed by the very people who will be most affected by 

it. Encouraging student-led advocacy also helps develop their leadership skills and 

ethical awareness. 

Ins;tu;onal Policies 

Schools should develop and enforce policies that priori)ze ethical AI use. These 

policies should emphasize transparency, fairness, and accountability in AI tools. 
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Schools should also establish clear repor)ng and resolu)on mechanisms for 

addressing ethical viola)ons or concerns related to AI implementa)on. 

Inclusive Decision-Making 

Ensuring that all stakeholders have a voice in the integra)on of AI in schools is 

cri)cal. This includes input from teachers, students, parents, and community 

members. By involving diverse voices in the decision-making process, schools can 

ensure that ethical concerns are thoroughly examined and addressed from 

mul)ple perspec)ves. 

Promo)ng responsible AI use in schools involves crea)ng an environment where 

ethical guidelines are established, students are encouraged to reflect on the 

ethical implica)ons of AI, and all stakeholders—educators, students, and the 

community—work together to foster a culture of ethical responsibility. Ul)mately, 

fostering a responsible approach to AI in schools will prepare students to navigate 

the future of technology with a deep understanding of its ethical implica)ons. 

Sec)on 2 Conclusion 

The ethical use of AI in the classroom requires a thoughoul, proac)ve approach to 

address cri)cal concerns surrounding data privacy, algorithmic bias, and the 

broader implica)ons of AI's integra)on into educa)on. As AI tools become more 

embedded in educa)onal environments, it is crucial to establish robust safeguards 

to protect student data, ensure fairness, and maintain transparency. Schools must 

priori)ze ongoing professional development for educators, foster collabora)on 

with families and communi)es, and encourage cri)cal thinking among students 

about the ethical implica)ons of AI. By promo)ng a culture of responsible AI use, 

schools can harness the poten)al of AI to enhance learning while safeguarding the 

values of equity, privacy, and inclusivity. Ul)mately, a balanced and ethical 
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approach to AI will ensure that technology serves as a tool for all students' 

success, rather than reinforcing exis)ng dispari)es or introducing new ethical 

challenges. 

Sec)on 2 Key Terms 

Algorithmic Bias - The presence of systema)c errors in AI systems that result in 

unfair treatment of certain groups due to biased training data. 

Data Encryp)on - A security measure that converts data into a coded format to 

protect it from unauthorized access during transmission and storage. 

Data Governance - Policies and procedures that define how student data is 

collected, stored, shared, and protected to ensure ethical and legal compliance. 

Data Privacy - The prac)ce of safeguarding sensi)ve student informa)on from 

unauthorized access, misuse, or breaches. 

Data Sovereignty - The concept that data is subject to the laws and governance 

structures of the country or region where it is collected and stored. 

Ethical AI - The development and use of ar)ficial intelligence in ways that align 

with fairness, transparency, accountability, and respect for human rights. 

Informed Consent - The process of obtaining permission from students, parents, 

or guardians before collec)ng and using personal data, ensuring they understand 

how the data will be used. 

Misuse of Data - The unauthorized or unethical use of collected data for purposes 

other than its original intent, such as commercial exploita)on or profiling. 
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Mul)-Factor Authen)ca)on - A security method that requires mul)ple forms of 

verifica)on to access sensi)ve data, enhancing protec)on against unauthorized 

access. 

Transparency - The principle of openly communica)ng how AI systems operate, 

including how data is collected, stored, and used, to build trust and accountability. 

Sec)on 2 Reflec)on Ques)ons 

1. What steps do you think schools should take to ensure that students, 

parents, and educators are fully informed about AI tools used in 

classrooms? 

2. If you were responsible for selec)ng an AI tool for your school, what specific 

criteria would you use to evaluate its ethical implica)ons? 

3. Some educators worry that AI may replace aspects of their role in the 

classroom. Do you see AI as a tool that enhances or diminishes the 

teacher’s role? Why? 

4. What are some poten)al unintended consequences of AI in educa)on that 

schools should an)cipate and prepare for? 

5. If you could implement one policy in your school related to AI ethics, what 

would it be and why? 

Sec)on 2 Ac)vi)es 

1. AI Policy Review: Research and summarize your school or district’s policy 

on AI use, focusing on ethical concerns like data privacy and bias. 
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2. Data Privacy Audit: Examine an AI tool currently used in your school and 

assess its data collec)on prac)ces against privacy guidelines like FERPA. 

3. Classroom Observa)on: Observe how AI tools are being used in classrooms 

and note any ethical concerns related to data use or bias. 

4. Bias in AI Experiment: Use an AI tool with diverse student inputs to iden)fy 

poten)al biases in its responses or recommenda)ons. 

5. AI in Special Educa)on Review: Inves)gate how AI is used for students with 

disabili)es and analyze whether it introduces new challenges or inequi)es. 

Course Conclusion 
As AI con)nues to transform educa)on, it’s crucial for educators to approach its 

use with both knowledge and cau)on. Throughout this course, you’ve explored 

the fundamentals of AI and its applica)ons in the classroom, while also diving 

deep into the ethical considera)ons that come with this powerful tool. Armed 

with a clear understanding of AI literacy and an awareness of the poten)al risks, 

you are now beCer prepared to navigate this evolving landscape. With AI’s 

growing presence in educa)on, the ability to use these technologies thoughoully 

will not only enhance student learning but will also ensure that we create a fair, 

transparent, and ethical learning environment. We hope this course has provided 

you with the tools to confidently integrate AI into your teaching prac)ce and 

foster a cri)cal, responsible approach to technology in the classroom. 

Classroom Examples 
Miss Twain, a dedicated middle school science teacher, has always priori)zed 

fostering curiosity and hands-on explora)on in her classroom. She believes that 
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technology has the poten)al to deepen students’ understanding and engagement. 

Recently, with the growing presence of Ar)ficial Intelligence (AI) tools in 

educa)on, Miss Twain has been exploring how AI can enhance her lessons and 

empower students to develop cri)cal thinking and problem-solving skills. 

However, she has encountered several challenges along the way. 

Challenges 

• Integra)ng AI into Classroom Instruc)on: Miss Twain is excited about the 

poten)al of AI, but she’s unsure of how to effec)vely integrate it into her 

curriculum. While she’s heard about AI-driven plaoorms that can provide 

personalized learning experiences, she struggles to find ways to seamlessly 

incorporate these tools into her already packed lesson plans. She worries 

about the )me investment required to learn how to use these new tools 

and whether they will truly benefit her students’ learning experiences. 

• Ethical Concerns with AI Use in Educa)on: With AI becoming more 

prevalent in her school district, Miss Twain is also concerned about the 

ethical implica)ons. She is aware that AI systems can some)mes perpetuate 

biases and is unsure how to ensure that the tools she uses are fair and 

transparent. Moreover, Miss Twain is par)cularly worried about data 

privacy. She teaches students from diverse backgrounds, and the thought of 

sensi)ve data being misused or mishandled is a significant concern for her. 

• Managing Diverse Learner Needs with AI: Miss Twain’s classroom consists 

of students with a wide range of abili)es and learning styles. Some students 

thrive when given the opportunity to work independently, while others 

need more guidance and support. She’s interested in using AI to personalize 

learning for each student but is unsure how to ensure that all learners, 

regardless of their abili)es, benefit equally from these tools. She also 
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wonders if some students might feel overwhelmed by the reliance on 

technology and if the use of AI could exacerbate any exis)ng achievement 

gaps. 

Considera)ons for Support and Improvement 

• How can Miss Twain integrate AI into her lessons while maintaining a 

student-centered approach and addressing diverse learning needs? 

• What professional development opportuni)es might help Miss Twain 

become more comfortable with AI tools and ensure ethical usage in her 

classroom? 

• How can her school support Miss Twain in naviga)ng the ethical concerns 

surrounding AI and data privacy? 

• What strategies could Miss Twain use to ensure that AI tools are used 

inclusively in her classroom and support all students’ learning needs? 

32



References 
Hamilton, I. (2024, June 6). Ar+ficial intelligence in educa+on: Teachers' opinions 

on AI in the classroom. Forbes. hCps://www.forbes.com/advisor/educa)on/

it-and-tech/ar)ficial-intelligence-in-school/  

Hilner, E. (2024, October 15). Ar+ficial intelligence and the future of teaching and 

learning. Engageli. hCps://www.engageli.com/blog/ar)ficial-intelligence-

and-the-future-of-teaching-and-learning  

Holcombe, A., & Wozniak, S. (2024, July 1). Using AI to fuel engagement and ac)ve 

learning. ASCD, 81(9). hCps://www.ascd.org/el/ar)cles/using-ai-to-fuel-

Engagement-and-ac)ve-learning 

Milberg, T. (2024, April 28). The future of learning: How AI is revolu+onizing 

educa+on 4.0. World Economic Forum. hCps://www.weforum.org/stories/

2024/04/future-learning-ai-revolu)onizing-educa)on-4-0/ 

Na)onal Educa)on Associa)on (NEA). (2024, October 22). Report of theNEA Task 

Force on Ar+ficial Intelligence in educa+on. hCps://www.nea.org/resource-

library/ar)ficial-intelligence-educa)on  

O'Connell, K. (2024, August 20). AI has entered the classroom. Are we ready? 

Arlington Magazine. hCps://www.arlingtonmagazine.com/ai-classroom-

schools/  

University of Illinois. (2024, October 24). AI in schools: Pros and cons. hCps://

educa)on.illinois.edu/about/news-events/news/ar)cle/2024/10/24/ai-in-

schools--pros-and-cons  

U.S. Department of Educa)on, Office of Educa)onal Technology. (2023). Ar+ficial 

Intelligence and future of teaching and learning: Insights and 

33

https://www.forbes.com/advisor/education/it-and-tech/artificial-intelligence-in-school/
https://www.forbes.com/advisor/education/it-and-tech/artificial-intelligence-in-school/
https://www.forbes.com/advisor/education/it-and-tech/artificial-intelligence-in-school/
https://www.engageli.com/blog/artificial-intelligence-and-the-future-of-teaching-and-learning
https://www.engageli.com/blog/artificial-intelligence-and-the-future-of-teaching-and-learning
https://www.engageli.com/blog/artificial-intelligence-and-the-future-of-teaching-and-learning
https://www.ascd.org/el/articles/using-ai-to-fuel-Engagement-and-active-learning
https://www.ascd.org/el/articles/using-ai-to-fuel-Engagement-and-active-learning
https://www.ascd.org/el/articles/using-ai-to-fuel-Engagement-and-active-learning
https://www.weforum.org/stories/2024/04/future-learning-ai-revolutionizing-education-4-0/
https://www.weforum.org/stories/2024/04/future-learning-ai-revolutionizing-education-4-0/
https://www.weforum.org/stories/2024/04/future-learning-ai-revolutionizing-education-4-0/
https://www.nea.org/resource-library/artificial-intelligence-education
https://www.nea.org/resource-library/artificial-intelligence-education
https://www.arlingtonmagazine.com/ai-classroom-schools/
https://www.arlingtonmagazine.com/ai-classroom-schools/
https://education.illinois.edu/about/news-events/news/article/2024/10/24/ai-in-schools--pros-and-cons
https://education.illinois.edu/about/news-events/news/article/2024/10/24/ai-in-schools--pros-and-cons
https://education.illinois.edu/about/news-events/news/article/2024/10/24/ai-in-schools--pros-and-cons


recommenda+ons. hCps://www.ed.gov/sites/ed/files/documents/ai-report/

ai-report.pdf  

Walter, Y. (2024). Embracing the future of ar)ficial intelligence in the classroom: 

The relevance of AI literacy, prompt engineering, and cri)cal thinking in 

modern educa)on. Interna+onal Journal of Educa+onal Technology in 

Higher Educa+on, 21(15). hCps://doi.org/10.1186/s41239-024-00448-3. 

Young, J. R. (2024, December 6). How are new AI tools changing ‘learning 

analy+cs’? EdSurge. hCps://www.edsurge.com/news/2024-12-06-how-are-

new-ai-tools-changing-learning-analy)cs

34

https://www.ed.gov/sites/ed/files/documents/ai-report/ai-report.pdf
https://www.ed.gov/sites/ed/files/documents/ai-report/ai-report.pdf
https://doi.org/10.1186/s41239-024-00448-3
https://doi.org/10.1186/s41239-024-00448-3
https://www.edsurge.com/news/2024-12-06-how-are-new-ai-tools-changing-learning-analytics
https://www.edsurge.com/news/2024-12-06-how-are-new-ai-tools-changing-learning-analytics
https://www.edsurge.com/news/2024-12-06-how-are-new-ai-tools-changing-learning-analytics


The material contained herein was created by EdCompass, LLC ("EdCompass") for the purpose of 
preparing users for course examinations on websites owned by EdCompass, and is intended for use 
only by users for those exams. The material is owned or licensed by EdCompass and is protected 

under the copyright laws of the United States and under applicable international treaties and 
conventions. Copyright 2025 EdCompass. All rights reserved. Any reproduction, retransmission, or 

republication of all or part of this material is expressly prohibited, unless specifically authorized by 
EdCompass in writing. 


	Introduction
	Section 1: What Educators Need to Know About AI
	1.1 AI Literacy in the Classroom
	What exactly is AI?
	How AI is Different from Traditional Technology Tools

	1.2 Why AI Literacy Matters for Educators
	1.3 AI in Schools Today: Impacts on Learning
	Adaptive Learning
	Accessible Learning
	Assessment and Analytics
	Administrative Tasks
	Increased Engagement

	1.4 AI as a Tool to Enhance, Not Replace, Teaching
	Why AI Cannot Replace Teachers
	AI and the Human Element of Teaching

	Section 1 Conclusion
	Section 1 Key Terms
	Section 1 Reflection Questions
	Section 1 Activities

	Section 2: Ethical Concerns Related to AI in the Classroom
	2.1 Data Privacy and Security Concerns
	The Risks of Data Privacy in AI Systems
	Mitigation Strategies to Protect Data Privacy

	2.2 Addressing AI Bias and Fairness
	Mitigating Bias in AI

	2.3 Promoting Responsible AI Use
	Professional Development for Educators
	Collaboration with Families and Communities
	Encouraging Student Critical Thinking and Reflection
	Student Leadership and Advocacy
	Institutional Policies
	Inclusive Decision-Making

	Section 2 Conclusion
	Section 2 Key Terms
	Section 2 Reflection Questions
	Section 2 Activities

	Course Conclusion
	Classroom Examples
	Challenges
	Considerations for Support and Improvement

	References

